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Abstract

Multi-variate visualizations of geospatial data often use combinations of different visual cues, such as color and texture. For textures, different point distributions (blue noise, regular grids, etc.) can encode nominal data. In this paper, we study the suitability of point distribution interpolation to encode quantitative information. For the interpolation, we use a texture synthesis algorithm, which paves the path towards an encoding of quantitative data using points. First, we conduct a user study to perceptually linearize the transitions between uniform point distributions, including blue noise, regular grids and hexagonal grids. Based on the linearization models, we implement a point sampling-based visualization for geospatial scalar fields and we assess the accuracy of the user perception abilities by comparing the perceived transition with the transition expected from our linearized models. We illustrate our technique on several real geospatial data sets, in which users identify regions with a certain distribution. Point distributions work well in combination with color data, as they require little space and allow the user to see through to the underlying color maps. We found that interpolations between blue noise and regular grids worked perceptively best among the tested candidates.

1. Introduction

The visualization of scalar fields is a fundamental aspect of visualization. In geospatial data analysis, the scalar fields are given on maps, i.e., each data value has a spatial embedding. Examples are found in meteorology [Wan14], oceanology [WPS\textsuperscript{16}], environmental studies [LMH\textsuperscript{15}] and urban planning [FPV\textsuperscript{13}]. In the context of multi-variate data analysis, there is a keen interest in displaying multiple scalar fields at the same time in order to assess their correlation. Thereby, the encoding of the mixture of two scalar fields is a challenging problem, since we are not only interested in the mixing ratio, but also in the scalar value itself. Typically, these properties are visualized with visual attributes that can encode quantitative data, e.g., color. In addition, texture-based approaches may be used to model varying densities of hatching patterns. However, textures are typically used to encode nominal data, for instance through the display of different point distributions, such as points on a regular grid or a particular noise pattern such as blue noise or green noise.

The recent texture synthesis approach by Roveri et al. [ROG17] is able to interpolate between different point distributions, such as regular patterns and noise patterns, as illustrated in Fig. 1. Their
method paves the path towards the encoding of quantitative data using mixtures of point distributions. Thereby, the types of point distributions form a nominal dimension, e.g., rain and snow, and their interpolation encodes the mixing ratio. The density of the points constitutes a quantitative dimension, such as the amount of precipitation. The perceptual interpretation of point distribution interpolations has not yet been studied. Thus, in this paper, we perceptually linearize the interpolation between three pairs of uniform point distribution interpolations, namely from regular grids to blue noise, hexagonal grids to blue noise, and regular grids to hexagonal grids. Which of the three will perform best? To answer these questions, we perform three user studies. In the first study, we estimate the perceptual transfer function from the actual mixing ratio to the perceived mixing ratio. The second study is used to validate the obtained transfer functions from the first study using an independent set of participants and to determine the remaining errors and individual variations. In the third study, we apply the best perceptually linearized transfer function to real geospatial data in order to experimentally assess the accuracy of the interpretation with and without legends.

2. Related Work

Perception. Since visualization is concerned with the precise and effective communication of information, research on cognitive processing received a significant amount of attention. First steps in identifying and sorting through common visual tasks, with links to preattentive vision and perception performance were laid out by Cleveland and McGill [CM84]. The research in this area spans several aspects, targeting the understanding of the cognitive system, the evaluation of existing visualization techniques, as well as the application of the concepts to craft novel and more effective encodings. For instance, with their studies on the impact of the context on the perception of contrast, Chubb et al. [CSS89] contributed to the understanding of the cognitive processes. Similarly, Bartram et al. [BCS11] assessed the effect of color and transparency on overlaid grids. In terms of analysis of existing techniques and as a framework for the development of new methods, Albuquerque et al. [AEM11] laid out perception-based visual quality measures. Perception-based evaluations of specific visualization techniques were applied in the field of high-dimensional data visualization, including the evaluation of projection methods by Etemadpour et al. [EMdSP*15], the study of parallel coordinates by Johansson et al. [JFLC08], as well as the assessment of scatterplots in terms of multi-class perception errors [GCNF13] and correlation indices [SBLC17]. Perception is also considered in computer graphics, e.g., for the evaluation of surface reflectance models [WAKB09].

Geospatial Visualization. The visualization of geospatial data is often at the juncture between scientific visualization and information visualization. On the one hand, there is the spatial embedding with its direct application to scientific problems, such as meteorology [Wan14], oceanology [WPS*16], or environmental studies [LMH*15]. On the other hand, the data is often multi-variate and can therefore profit from a direct embedding of information visualization techniques to effectively convey more information and therefore insight. Wood et al. [WDS07] concentrated on interactivity in geospatial visualizations. Nocke et al. [NSBW08] gave an overview of common geospatial visualization techniques for climate data visualization. A summary of information visualization techniques in climate research was given by Tominski et al. [TDN11]. A practical guide through visualization and analysis software for meteorological data analysis was given by Wang [Wan14]. Dübels et al. [DRST14] reviewed 2D and 3D techniques for spatial data visualization. For a thorough entry to the visualization of cartograms, we refer to Nusrat and Kobourov [NK16], and for an introduction to spatially-embedded traffic data we refer to Chen et al. [CGW15]. An approach to multi-variate data visualization is the encoding with glyphs, which is summarized by Borgo et al. [BKC*13].

Point Distributions. In computer graphics, many approaches have been proposed to synthesize point distributions with target characteristics. In particular, point distributions have mostly been used for element placing [ROG17], anti-aliasing [ULi88, HSD13], and artistic applications, such as stippling [Fat11]. Above all, the blue noise pattern has been studied, where the points are randomly distributed but have a minimum distance between each pair [Fat11, ULi88, HSD13]. These distributions are usually generated by tiling patches of points [Ost07] or by optimizing their positions (possibly by even adding and removing new points) [Llo82, BSO09]. Adaptive density (especially needed for stippling, for example) has been achieved with many methods [LWSF10, dGBD12]. On the other hand, most work focusing on the correlation of the distributions (i.e., the arrangement of the points that define a pattern) handled the case for a single given constant pair-wise correlation model [ZHW12, OG12]. Based on their previous patch-based texture synthesis approach [ROM*15], the work of Roveri et al. [ROG17] is the first technique to synthesize general point distributions with adaptive correlation and density. Point distributions have been used also for visualization. Tang et al. [TQZ06] proposed a texture synthesis using natural images for data visualization. Points have been used in other aspects of information visualization, for instance as building block of space-filling tree maps [SHS11]. In scientific visualization, point distributions were used for spot noise [VW91] and glyph placement [WG*11].

Point Distribution Interpolation. Point distributions are characterized by two main properties: the density and the arrangement of the sampling points. The latter is defined as the pair-wise correlation, and is responsible for the different patterns that point distributions can assume. Blue noise and regular distributions are common examples used in practice. While many approaches exist to analyze and synthesize point distributions with adaptive densities [LWSF10, dGBD12], the synthesis methods presented in [ROG17] are the first to handle distributions with adaptive correlations as well, i.e., to generate spatially varying patterns. In our work, we decided to adopt the discrete texture synthesis method from [ROG17], which allows for varying densities and can handle the special case of non-ergodic sampling patterns, thus allowing us to utilize regular patterns.

3. Evaluation of Point Distribution Interpolation

We study the suitability of point distribution interpolations for the encoding of geospatial scalar data, which has two use cases:

1. Encode the mixture of two scalar fields, showing the maximum, minimum, sum or average scalar value of the two fields (via density) and the mixing ratio by the point pattern.
2. Encode a single scalar field by the point pattern and keeping the density constant, which shows the minima and maxima with different point distributions.

First of all, this requires the perceptual linearization of the point distribution interpolation, the validation and error estimation of the linearization, and the assessment of the user performance in real-world geospatial data. This raises a number of questions: Which point distributions are suitable to encode a data class? How accurately can humans perceive the mixing ratio between two distributions and how much does this depend on the chosen point distributions? How well can users perform identification tasks in geospatial data? To answer these questions, we performed three user studies. In the following, we elaborate on the protocols and report our findings.

3.1. Selection of Point Distributions

First, we need to select appropriate point distributions. Four of the most commonly found point distributions are displayed in Fig. 2, namely regular grids, hexagonal grids, blue noise and green noise. Not every point distribution is suitable to encode information.

**Uniform vs. Non-Uniform.** An essential requirement is that the point distribution has a uniform density. If this was not the case, the synthesized point set would show varying density. Since we intend to encode scalar information by the density, a varying density of the point distribution itself would be misinterpreted as a variation of the underlying scalar field. The density of green noise is spatially-varying, which thus disqualifies it as a suitable candidate. In the following, we analyze regular grids, hexagonal grids and blue noise, as all three are uniform and thus fulfill the requirement.

**Interpolation Gradients.** A direct application of the texture synthesis method of Roveri et al. [ROG17] to the three candidate point distributions (regular grid, hexagonal grid and blue noise) results in the linear gradients shown in Fig. 3. It is yet unclear, how these gradients are visually perceived. For instance, will the result that is linearly interpolated at \( t = 0.5 \) be perceived as a half-way blend between the two distributions? We answer this by a user study.

3.2. Perceptual Linearization

The first study is dedicated to the perceptual linearization of the transition between two given point distributions.

**Study Design.** We studied the three interpolations shown in Fig. 3. For this, we conducted a user study with 12 graduate students who have a computer graphics and computer vision background. The study comprised 33 tasks (11 for each interpolation), printed on paper. For each task, we showed two point distributions and an arbitrary interpolation between them. The users were asked to give an arbitrary estimate of the mixing ratio, e.g., 40% of the reference distribution on the left and 60% of the reference distribution on the right. An example for such a task is shown in Fig. 4. The tested mixing ratios between the two distributions were uniformly sampled and shown in a random permutation. Users were not given any additional aid, such as a legend or an example, since we were interested in their unbiased opinion. Users were not allowed to change their previous answers, since this would have resulted in an ordering and a calibration. To reduce the memory effect, we alternated between the three different interpolations. All tasks were completed within 10–30 minutes.

**Study Results.** A plot of the computed mixing ratio and the perceived mixing ratio is shown in Fig. 5 for all three interpolations. The transfer functions are non-linear and vary greatly among the three interpolations. As shown in Table 1, the least deviation occurred for interpolations with the blue noise pattern, which gives hope that those can be used for an encoding of information. The root-mean-square errors are in the order of 19%. It should be noted that in a real scenario, a legend would be given, which can be used...
by the user to calibrate and compare. Our goal is to find a transfer function for this legend so that the changes along the legend are perceptually linear, which maximizes the perceived distance everywhere. The interpolation from a regular grid to a hexagonal grid showed with a root-mean-square error of 33% the largest deviation among the participants. It is also apparent that in this case the answers were not monotone, which is an indicator for a randomness in the decision process. Without any reference, e.g., an example of a half-way blending, and without any prior experience, we expected a certain deviation among the participants.

Given the data of the user study, we estimated the transfer function for each of the three interpolations by fitting a monotone polynomial

\[
\text{(a) Regular grid to blue noise, transfer function } y(x) = 14.7059x^6 - 36.1918x^5 + 22.0716x^4 + 5.4334x^3 - 6.6478x^2 + 1.6301x - 0.0007.
\]

\[
\text{(b) Hexagonal to blue noise, transfer function } y(x) = 17.7483x^6 - 31.8233x^5 + 4.4327x^4 + 17.3818x^3 - 8.0492x^2 + 1.3114x - 0.0009.
\]

\[
\text{(c) Regular to hexagonal grid, transfer function } y(x) = 7.8431x^6 + 6.5832x^5 - 43.9637x^4 + 43.0286x^3 - 14.6691x^2 + 2.1788x - 0.0006.
\]

**Figure 5:** Estimated transfer functions after the first user study (in %). The transfer functions are non-linear and vary among the three tested interpolations. The least-squares fit of the perceptually linearizing transfer functions is shown in red for all interpolations.

<table>
<thead>
<tr>
<th>Interpolation</th>
<th>Root-Mean Square Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Regular to Blue Noise</td>
<td>19.39</td>
</tr>
<tr>
<td>Hex. to Blue Noise</td>
<td>19.28</td>
</tr>
<tr>
<td>Regular to Hex.</td>
<td>33.13</td>
</tr>
</tbody>
</table>

**Table 1:** Root-mean square errors (in %) of the point distribution interpolations without a perceptual linearization (Study 1).

with end-point interpolation in a least-squares approximation sense. The transfer functions are listed and visualized in red in Fig. 5.

### 3.3. Determination of Accuracy

In the previous section, we determined transfer functions that perceptually linearize the interpolations among point distributions. Next, we determine the accuracy of our linearizations by performing a validation study with an independent group of participants.

**Study Design.** In the validation study, we repeated the experiments from Section 3.2, i.e., the tasks in Fig. 4, with a small modification. This time, we uniformly sampled the linearized values, which results in mixing ratios that exhibit a maximal perceived distance. Again, the participants reported their individually perceived mixing ratios for the given point distribution interpolations. The participants of the second study were 12 graduate students with a background in computer graphics and computer vision.

**Study Results.** In Table 2, we report the accuracy of the perceptually linearized transfer functions. Compared to the direct transfer
functions, the errors reduced consistently. Fig. 6 shows a plot of the predicted mixing ratio and the perceived mixing ratio. For the interpolations with blue noise in (a) and (b), the average response curve (in red) is almost linear, which is evidence for a good prediction. As indicated by the individual responses (in black) and also visible in the box plots, the error is still high. Unfortunately, some users accidentally confused the mixing ratios and entered a mixing ratio of 20%, instead of 80%. Those errors are strongly noticeable outliers and they are reflected in the root-mean-square error. To test whether the remaining deviation is attributed to the missing legend, we perform the last user study both with and without legend.

Based on these results, we can make the following recommendation: An interpolation between regular grids and blue noise is the most effective and most accurate interpolation between two point distributions. The interpolation between hexagonal grids and blue noise follows closely, and the interpolation between regular grids and hexagonal grids is by far the most difficult and inaccurate one. The perceptually linearized gradients for the three tested point distribution interpolations are reported in Fig. 7.

### 3.4. Application to Geospatial Data

In the following, we apply the best linearized point interpolation model to the visualization of real geospatial scalar fields, i.e., the interpolation from blue noise to a regular grid. We applied the method to temperature and vegetation maps. To assess the effectiveness of the point interpolations, we designed a third user study.

#### Geospatial Data

For our tests, we used the three geospatial scalar fields that are shown in Fig. 8. Figs. 8a and 8b show the vegetation index in March and September 2017. This index estimates the amount of green plant life on all of Earth’s land surface. We encode the ratio between green plant life in March and in September to visualize the change in vegetation over the year. Due to the changing seasons, we expect to find variations in the temperate and subtropic geographical zones. The second data set in Fig. 8c shows the average land surface temperature at day time. We observed the monthly average for February 2017. For this data set, we encode minima and maxima with different distributions.

#### Study Design

Chubb et al. [CSS89] observed that texture patterns are perceived differently, based on the patterns in the neighborhood. In the third study, we want to see how strongly this effect influences the perception of spatially-varying point distributions in practice. We applied the point distribution interpolation to the aforementioned scalar fields and manually highlighted regions with nearly constant mixing ratio with a red ellipse. The users were asked to identify the constant mixing ratio of the selected region. In total 12 maps were generated, half of them with the direct transfer functions and the other half with the perceptually-linearized transfer functions. We split 23 graduate students into two separate groups. One group was assigned the maps without a gradient as demonstrated in Fig. 9a. The other group was given maps with a discrete gradient as shown in Fig. 9b. We hypothesized that showing a gradient should increase the accuracy by a certain degree. In the tasks, regions with a ratio of 20%, 40%, 50%, 60%, 70% or 90% were shown.

#### Study Results

Figs. 10a and 10b compare the user responses for the direct and perceptually-linearized cases in the absence of a gradient for help. The box plots show the errors to the ground truth. An optimal solution is therefore a deviation of zero. The sign implies an overestimation or underestimation. The direct case consistently underestimates the ground truth by up to 50%, whereas...
Figure 9: Examples of the task in the third user study. The user is asked to identify the mixing ratio of the area that is highlighted by a red circle. In (a) no gradient is given and in (b) a gradient is shown. The point density displays the maximum density of the scalars. The solution to these tasks are shown at the end of the paper.

The root-mean-square errors are listed in Table 3. Adding a gradient helped both the direct and the perceptually-linearized transfer functions. The perceptually-linearized transfer functions clearly outperformed the direct transfer functions. One possible reason for the remaining residuals is the influence of the neighborhood region [CSS89], which might alter the texture perception. Another possibility is that the highlighted regions were too small to identify the pattern properly by the limited number of points inside the region. The observed deviations with the perceptually-linearized method have almost zero mean, which indicates that the perceptual linearization shifted the response curve into the right direction, but the interpersonal variation was too high to deliver accurate results.

We draw the conclusion that interpolations of point distributions should be used carefully. Users always exhibit a certain individual bias. Point distribution interpolations can serve well as a supporting information. Fortunately, the point sets cover only a small fraction of the image, leaving much space for combinations with other visual cues. For instance, point distribution interpolation can be well combined with color maps that can be placed in the background.

4. Discussion

Point Density. The perceptual linearization was conducted for a constant point density, assuming that the density has no influence on the mixing ratio. It remains to be explored whether the linearization is different for other constant densities and how a continuous change in the density affects the perceived mixing ratio. We believe that there is a difference, but that this difference might be small for slowly varying (low-frequency) scalar fields.
Sparse Representation. Visualization techniques can be categorized into sparse and dense approaches, based on their coverage of the observation space. Visualizations using point distributions are inherently sparse. All sparse techniques have in common that they encode only discrete parts of a continuous field. Thus, small details between two discrete elements are lost. In case of point distributions, this distance is slightly bigger, since multiple points are perceived together as a particular pattern. This should be kept in mind, when selecting point distributions for visualization. Fig. 11 gives an example for a scalar field with high frequency details that cannot be captured with point distributions at this scale. In this case, users could zoom in, giving the observation space more area on the screen and therefore a bigger canvas to place points.

Outliers in the Study. Unfortunately, about two participants of each study produced very inconsistent results, as they accidentally stated the inverse mixing ratio. We detected and removed the obviously wrong answers in the cases where the ground truth was the minimum or maximum value, since for those the answer is usually impossible to guess wrong. An improved user study design would ask redundant questions to rule out inconsistent answers.

User Feedback. We asked the users for feedback throughout all studies and were particularly interested in the strategies that they applied to identify the mixing ratio. Multiple participants reported that they looked for the uniformity of points along horizontal and vertical lines for regular and hexagonal grids. Since both, regular and hexagonal grids have horizontal point alignments in common, the participants had less visual cues to identify the differences between the two. In fact, the only difference is the difference between a 90 degree alignment (for regular) or a 60 degree alignment (for hexagonal). This difference was apparently difficult to assess, as visible in the study results in Fig. 5c.

Performance. For the sample generation, we followed the texture synthesis approach of Roveri et al. [ROG17]. The input example distributions contained about 1000 samples, and the synthesized output ones up to 11k samples, for the geospatial data. In those cases, one iteration of the method took up to 1 minute with our unoptimized code, and 50 iterations were performed (convergence was always reached with less iterations). We used a PC with an Intel i7-3770K CPU. Due to its local nature, the method can be easily parallelized, thus substantially better performance can be achieved.

5. Conclusions
In this paper, we assessed the suitability of point distribution interpolation using a texture synthesis approach [ROG17] for the encoding of mixing ratios of two scalar fields in the context of geospatial data. First, we perceptually linearized the perceived mixing ratio with a user study in which the participants were asked to estimate the mixing ratios of given point distribution interpolations, including regular grid to blue noise, hexagonal grid to blue noise and regular grid to hexagonal grid. Second, we confirmed the linearizing transfer functions in a second study with an independent group of participants and we estimated the accuracy of the point distribution encodings in the absence of a legend or examples. This allowed us to design interpolation gradients along which the perceived distance is constant, which in turn can be used as legends. We found that the interpolation between regular grids and blue noise is the most accurate. Finally, we applied the best linearizer transfer function to real geospatial data and determined the usefulness in an identification task. We found that the perceptual linearization reduced the mean errors, but still showed some deviation due to individual personal biases. Due to its limited accuracy, we conclude that point distribution interpolation should be used carefully. We see its role in augmentation and support of other visual encodings such as color maps to which it offers an additional visual cue.

We concentrated on the linearization of point distribution encodings, which opens many directions for future work. In the future, we would like to compare point distributions with other (possibly redundant) encoding techniques, such as color. Note that our approach is orthogonal to that and can be used to encode additional attributes. Though, the influence of color on the point perception would be interesting to investigate. It also remains to be explored whether other uniform point distributions exist that are easy to distinguish by humans. If this is the case, the interpolations could be extended to barycentric interpolation between three or even more classes. Another open question is the influence of point density and point size on the perceived mixing ratio. While we concentrated on quantitative data, it is also yet unknown how many ordinal classes can be reliably identified and how large the areas need to be, cf. [War10]. It would also be interesting to explore, whether point distributions could be used to design projections of high-dimensional data [LT16], as users are able to find outliers in the regularity of patterns.
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Solution Fig. 4. The used mixing ratio was 50%. However, users were likely to predict a lower value.

Solution Fig. 9. The ground truth mixing ratio is 70% in both images. With the direct transfer function more regularity is visible, inclining users to select a lower value.