Computer-based multisensory learning in children with developmental dyslexia
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Abstract. Purpose: Several attempts have been made to remediate developmental dyslexia using various training environments. Based on the well-known retrieval structure model, the memory strength of phonemes and graphemes should be strengthened by visual and auditory associations between graphemes and phonemes. Using specifically designed training software, we examined whether establishing a multitude of visuo-auditory associations might help to mitigate writing errors in children with developmental dyslexia.

Methods: Forty-three children with developmental dyslexia and 37 carefully matched normal reading children performed a computer-based writing training (15–20 minutes 4 days a week) for three months with the aim to recode a sequential textual input string into a multi-sensory representation comprising visual and auditory codes (including musical tones). The study included four matched groups: a group of children with developmental dyslexia (n = 20) and a control group (n = 18) practiced with the training software in the first period (3 months, 15–20 minutes 4 days a week), while a second group of children with developmental dyslexia (n = 23) (waiting group) and a second control group (n = 19) received no training during the first period. In the second period the children with developmental dyslexia and controls who did not receive training during the first period now took part in the training.

Results: Children with developmental dyslexia who did not perform computer-based training during the first period hardly improved their writing skills (post-pre improvement of 0–9%), the dyslexic children receiving training strongly improved their writing skills (post-pre improvement of 19–35%). The group who did the training during the second period also revealed improvement of writing skills (post-pre improvement of 27–35%). Interestingly, we noticed a strong transfer from trained to non-trained words in that the children who underwent the training were also better able to write words correctly that were not part of the training software. In addition, even non-impaired readers and writers (controls) benefited from this training.

Conclusion: Three-month of visual-auditory multimedia training strongly improved writing skills in children with developmental dyslexia and non-dyslexic children. Thus, according to the retrieval structure model, multi-sensory training using visual and auditory cues enhances writing performance in children with developmental dyslexia and non-dyslexic children.
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1. Introduction

Developmental dyslexia is a specific learning disability. Affected children and adults have inconsistent orthography speed and accuracy problems as well as difficulty in segmenting and manipulating phonemes in words. In addition to deficient writing and reading skills, poor speech production and poor spelling are other hallmarks of developmental dyslexia (Goswami, widespread and probably the most common neurobehavioral disorder affecting children, with uncertain prevalence, ranging from 5% to 17.5% for English speaking countries (Shaywitz, 1998) and about 10% for Germany (Russele, Gerth, & Munte, 2006).
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Dyslexic individuals demonstrate limitations in performance of phonics-based memory and show problems with rapid retrieval of phonological information from long-term memory (Elbro, Nielsen, & Petersen, 1994; Pennington, Van Orden, Smith, Green, & Halit, 1990; Mody, Studdert-Kennedy, & Brady, 1997; Wagner, Torgesen, & Rashotte, 1994). According to the double-deficit hypothesis the combination of deficits in both phonological processing and naming speed represents a further independent source of dysfunction in dyslexia (Vukovic & Siegel, 2006). In spite of decades of research in this area, the causes for reading and writing failures are still disputed. A neurological disorder with a genetic origin is currently thought to be the main current candidate for the origin of developmental dyslexia (Galaburda, LoTurco, Ramus, Fitch, & Rosen, 2006; Galaburda, Sherman, Rosen, Abotiz, & Geschwind, 1985; Demonet, Taylor, & Chaix, 2004; Schulte-Korne, Deimel, Bartling, & Remschmidt, 2004; Ziegler et al., 2005). Because dyslexic subjects show a wide variety of symptoms this disorder may well result from several distinguishable impairments. One of the core problems of developmental dyslexia is that of phonological processing (Ramus, 2003), which however falls far short of being able to explain the general auditory, visual, and motor impairments encountered by sufferers of developmental dyslexia. Other theories place particular emphasis on deficits in rapid auditory processing (Tallal, 1980); on deficits in visual processing (Livingstone, Rosen, Drislane, & Galaburda, 1991; Lovegrove, Bowling, Badcock, & Blackwood, 1980; Hill & Raymond, 2002); on cerebellar dysfunction (Nicolson et al., 1999; Nicolson, Fawcett, & Dean, 2001) and/or suggest a magnocellular deficit (Stein, 2001; Skottun, 2000). In addition, attention deficits have been proposed as causing reading and spelling difficulties (Hari, Renvall, & Tanskanen, 2001; Hari, Valta, & Uutela, 1999). The divergence of symptoms has lead some authorities to argue that developmental dyslexia is a neurological disorder caused by a number of different factors (Russeler, Gerth, & Munte, 2006).

Several intervention programs for remediation of developmental dyslexia have been successfully evaluated in adults and children. Among them are procedures that (1) utilize low-level auditory perceptual learning (e.g., practicing to improve perception of tones, tone durations, auditory rhythms or gaps between successive acoustic stimuli) (Tallal, 2004; Robichon, Besson, & Habib, 2002; Santos, Joly-Pottuz, Moreno, Habib, & Besson, 2007; Besson, Schoen, Moreno, Santos, & Magne, in press; Gaab, Gabrieli, Deutsch, Tallal, & Temple, in press; Uther et al., 2006); (2) practice speech-like auditory stimuli (training of phoneme perception, improving phonological awareness) (O’Shaughnessy & Swanson, 2000; Hatcher et al., 2006); (3) practice specific manipulations of speech-like signals to support phoneme and speech perception (Tallal, 2004); (4) improve low-level and high-level visual functions (e.g., moving stimuli) (Bacon, Handley, & McDonald, 2007; Lorusso, Facoetti, Paganoni, Pezzani, & Molteni, 2006); or (5) combine training of auditory and visual functions at different levels of cognitive processing (Kujala et al., 2001). In addition to these remediation programs there are several training programs in use that combine training of reading and writing skills at different levels of complexity (Edwards, 2003; Vadsay, Jenkins, & Pool, 2000; Shaywitz et al. 2004).

A multi-modal training program developed by a Finnish group has recently been shown to induce strong reading improvements in dyslexic children and adults (Kujala et al., 2001). The basic principle of this program is that the participants learn to associate abstract audio-visual material. The training program is presented as a kind of computer game consisting of abstract, nonverbal tasks that require audio-visual matching. In this game, various sound patterns (3–15 sound elements varying in pitch, duration, and intensity) are simultaneously presented with horizontal sequences of rectangles. The display of the rectangles on the screen differs according to the presented sound pattern in terms of their vertical position, length, and thickness. The basic principle of this task is to learn associations between the visual and auditory stimuli. By learning to associate visual with auditory cues the trainee improves multi-modal coding of speech stimuli, thus improving reading and writing skills. Although the exact neurocognitive underpinnings of this training program are currently unknown, the training effect can be best explained by drawing on current theories of human associative memory (Gillund & Shiffrin, 1984; Raaijmakers & Shiffrin, 1992). In terms of this theoretical framework, the memory strength of a particular item (a letter or a phoneme) depends on the established retrieval structure, the sum strength of which depends on the individual strength of each of the three factors that affect retention: (1) the strength of each individual item (its sound, spelling, and its meaning), (2) the strength of associations between different items belonging together (e.g., associating sound with letters or sound with meanings), and (3) the strength of the associated
In learning to read and write, the strength of the retrieval structure of a letter or phoneme is therefore determined by all three strength measures. From this follows that a good strategy for implementing optimal retrieval structures for letters or phonemes would be to increase the number of associations for letters and phonemes.

In this paper, we introduce a new training program (Dybuster) designed to establish cross-modal associations between different visual and auditory cues associated with the presentation of written words. It should be emphasized that the Dybuster-based training aims to improve the trainee’s orthographical writing skills as tested before and after the training period. In contrast to the training program of Kujala et al. (2001), which is based on simple stimuli, our newly designed training program relies on meaningful visual and auditory stimuli. The basic idea behind this approach was to use a multitude of meaningful visual-auditory associations in order to build up the memory strength of graphemes and phonemes (see above for the theoretical background taken from the retrieval structure model). This idea currently receives substantial support from neuroscience research showing that multisensory (meaningful) experiences enhance perceptions and facilitate memory retrieval processes. Data of a recent neuroimaging study demonstrated that repeated visual stimuli could be discriminated according to whether they were initially encountered in a multisensory (auditory – visual) or unisensory (visual only) mode. The discrimination was evident both in terms of improved accuracy for images with multisensory associations and of differential hemodynamic responses within regions of the lateral-occipital complex, the anterior cingulate and frontal cortices (Murray, Foxe, & Wylie, 2005).

The objective of the present study was to evaluate the performance of a multi-medial learning-software called Dybuster. This new computer-based training program for the remediation of developmental dyslexia is based on information theory models from Computer Science. It utilizes Markovian language statistics derived from linguistic analysis of standard language corpora. Dybuster is based on the idea of recoding a sequential textual input string into a multimodal representation using a set of novel codes. These codes re-route textual information through multiple perceptual cues. There are topological, colour, shape, and auditory representations. The spatio-topological code is computed by recursive parsing trees of the string and decomposes it into words, syllables, and individual letters. The appearance code assigns appearance attributes (colours and shapes) to each symbol. An additional auditory code assigns Midi events (musical notes) to each symbol and thus generates a melody for each input string. Detailed information on the statistical algorithms and its implementation is available from a supplementary more technical publication (Gross & Vögeli, submitted).

Dybuster comprises three different games. The first is the colour game in which the users have to learn the association between a letter and a particular colour. Based on the information theory model of Dybuster,
eight different colours are used. The mapping of letters to colours is the result of a multi-objective optimization, taking into account that, for example, letters, which dyslexics easily confuse, such as “t” and “d”, map to different colours. Other aspects considered include a uniform distribution of the colours over the alphabet, maximizing the information content of the letter to colour assignment measured as entropy. This approach of associating colours and letters is aimed to facilitate the elimination of mistakes.

In the second game, the graph game, the users have to segment graphically the word into syllables and letters. Developmental dyslexics have difficulty in segmenting and manipulating phonemes in words (Elbro, Nielsen, & Petersen, 1994; Mody, Studdert-Kennedy, & Brady, 1997). Reading acquisition in children requires the development of an appreciation for the segmental nature of speech, a skill known as phonemic awareness. Once the child realizes that spoken words are composed of smaller segments (the phonemes), he or she can learn to treat written words as multi-segment units and to grasp the correspondence between letters (or letter complexes) and phonemes (Fletcher et al., 1994; Stanovich & Siegel, 1994).

In the third game, the actual learning game, Dybuster presents all alternative representations of a word before the user enters the word itself with the keyboard: the graph appears on screen, and the colours and shapes (spheres for small letters, cylinders for capital letters, and pyramids for umlauts) are displayed for all letters. A voice dictates the word and the users hear a melody computed from the pertinent letters and the lengths of the syllables. The words are organized in modules, each module consisting of 100 words, and ordered according to their frequency and difficulty for dyslexics so that the users begin by learning the most frequent and easy words. For effective training, word selection adapts to the user’s state and optimizes the learning process by estimating and minimizing error entropy. This paper reports the first data from our training study. The study is based on a relatively large number of children with developmental dyslexia who underwent this audio-visual training procedure. We tested whether this training procedure resulted in an improvement of writing skills in dyslexic children compared with dyslexics who did not receive this training.

2. Methods

2.1. Subjects

Forty-three dyslexic children (15 females), aged 9–11 years (mean 10.3), and 37 controls (17 females), aged 9–11 years (mean 10.23), all native German speaking and with an IQ > 85 participated in the study (IQ dyslexics: 105; IQ controls: 113). Two children were excluded from the study because of poor performance in the classical writing tests and in the Dybuster writing test. Two additional children were excluded because they performed the writing test only once.

2.2. Test battery

At the beginning of the study, every child underwent a series of standard psychological tests. The battery included classical German writing (“Salzburger-Lese und Rechtschreibttest SLRT” (Landerl, H, & Moser, 1997), “Diagnostischer Rechtschreibtest für fünfte Klassen DRT5” (Grund, Haug, & Naumann, 1995)) and reading tests (“Zürcher Lesetest ZLT” (Linder, & Grissemann, 2000)) to quantify writing and reading errors, a standard German intelligence test (HAWIK III (Tewes, Rossmann, & U, 1999)) to exclude children with an IQ lower than 85, attention tests to exclude children suffering from attention-deficit-hyperactivity disorders (“ADHD/ODD-Elternfragebogen” (Steinhausen, 2002)), a categorization test to measure possible planning problems (MWCT (Cianchetti, Corona, Foscoloiano, Contu, & Sannio-Fancello, 2007)), and a handedness performance test to measure hand performance skill (“Hand-Dominanz-Test” (Steingruber, 1971)). A summary of the main neuropsychological data separated for children with developmental dyslexia and controls is given in Table 1.

All children were recruited by local newspaper advertisements and with the cooperative support of the Swiss Dyslexia Corporation, and all were carefully examined using the above-mentioned neuropsychological test battery. Each child received the diagnosis of developmental dyslexia according to a discrepancy between his or her reading performance, as measured by the standardized German reading tests (see above), and to the child’s general cognitive abilities, as measured by the standardized intelligence test. No further distinction was made between possible subgroups. All children had at least normal intelligence. Each child’s performance in both reading tests was compared with that of the corresponding reference population of the SLRT and the ZLT. A performance below 2 SD (percentage rank < 3%) of that of the reference population in at least one of the two subtests was used as criterion of discrepancy. To serve as a control participant, a child had to perform within the norms of the reference population in both tasks (percentage rank > 17%; within one SD).
Fig. 2. Surface display of the learning game. Phonological information is represented by form of the graph, colour of the letters, and accompanying musical sequences.

Fig. 3. Sequence of actions. The Dybuster writing test is given three times (t1, t2, and t3).

All of the children with developmental dyslexia in this study were initially screened as reading impaired by the school, school psychologists or clinical neuropsychologists, and all were additionally interviewed about their reading impairment.

Besides the above-mentioned tests, all children had to write a dictation containing 100 words before and after the training (Dybuster writing test). Fifty of the 100 words of the writing test were trained using the learning-software, whereas 50 words were not trained. The learned and non-learned words (set 1 and set 2) were carefully matched according to frequency and difficulty, as determined by the ECI German 3 corpora, and to number of syllables. The writing errors were classified in O-, G-, and N-errors. O-errors were incorrectly written but phonologically correct words (e.g. Somer instead of Sommer, Kwalität instead of Qualität, Fehler instead of Fehler). G-errors were con-
sidered mistakes in major and minor writing (e.g. non-
capitalized nouns, capitalized adjectives). N-errors
were regarded as mistakes originating from incorrect
phoneme-grapheme correspondence (e.g. Grten instead
of Garten, Bedeutun instead of Bedeutung; in English:
greden instead of garden, meanin instead of meaning).
Table 2 demonstrates the number of errors separated
for each error type expressed as percentage values.

In terms of error rates, both word lists revealed strong
between-test correlations ranging from r = 0.7 to r =
0.9, depending on the sample studied and the analyzed
effect errors. These inter-test correlations were obtained
from an additional sample (n = 32) of children, half of
whom did not participate in this experiment. However-
ner, the between-test correlations were the same for the
sample that participated in this experiment. The lower
inter-test correlation was obtained for the dyslexic
children, while the higher correlation was measured for
normal non-dyslexic children. In addition, we estimated
test reliability by calculating “consistency” using the
Spearman-Brown formula ($R_{ct} = (2 \times R_{12})/(1 + R_{12})$
($R_{12}$: consistency coefficient; $R_{12}$: Pearson correlation
between halves of the “Dybuster writing test”). Be-
cause reliability depends heavily on test length (high
reliability with long tests), the Spearman-Brown re-
labilities had to be corrected for this effect. Thus,
we calculated an estimate of reliability corrected for
overall test length using the Spearman-Brown relation
($R'_{ct} = (n'/n \times R_{ct})/(1 + (n'/n - 1) \times R_{ct})$ ($R'_{ct}$
corrected reliability, $R_{ct}$: original reliability, n: num-
ber of test stimuli, n’: number of test stimuli for the
longer test version). $R_{ct}$’s for the Dybuster writing
test ranged between 0.90 and 0.97, depending on the
error type and the sample studied (larger $R_{ct}$’ for the
non-dyslexic subjects). Please note that the $R_{ct}$’ values
represent the largest reliabilities possible for this test.
The empirical reliabilities ranged between $r = 0.82$
and $r = 0.95$. The performances (in terms of error
rates) in these dictation tests were used as dependent
variables for this experiment. Thus, there were mean
error rates for the learned and non-learned words and
these were used to quantify the effect of the Dybuster
training.

2.3. Procedure

The dyslexic and control subjects were randomly
assigned to training or waiting groups. Two groups
immediately began with Dybuster training (dyslexics
with training: DW; controls with training: CW). The
remaining two groups were assigned to waiting groups
who performed the Dybuster training after a waiting
period of 3 months (dyslexics and controls without
training in the first period: DO and CO). The training

groups practiced for three months, on average, four
times a week for 15–20 minutes a day. After this train-
ing period, no further training was undertaken in the
second period of the study. The children in the control
group now began their training. But only five control
children practiced with Dybuster, and just 9 children
(CO) wrote the writing-test three times. All children
used their home PCs for training. Psychologists and
computer scientists involved in this project monitored
the performance of the participants on a once-weekly
basis. A schematic demonstration of the study design
is presented with Fig. 3.

2.4. Statistical analysis

The basic design is two-factorial with one group-
ing factor (4 levels: CO, CW, DO and DW) and
one repeated measurements factor (3 levels for the
time points: t1, t2, and t3). Since the data
did not entirely fulfil the prerequisites for convention-
al linear ANOVA analysis (normal distribution, homo-
genesis of variances, reasonable large number of sub-
jects), distribution-free statistical models were applied
(Krauth, 1988). The results of these analyses are not
interpreted in terms of statistical significance, but in-
terpreted using p-values as a measure of effect. The p-
value is defined as the lowest significance level at which
one would still have obtained a significant result for a
given data set, a given significance test, and a given test
problem. This has the advantage that other researchers
can decide for themselves whether the results are sig-
nificant at the significance level they find acceptable.
Since we have to take into consideration the fact that
p-values depend on sample size we also calculated ef-
fect sizes according to Cohen (1969). Here, the $d$-value
was used, which is the difference between two means
divided by the accompanying standard deviation. A
$d > 0.5$ is considered as moderate, while a $d > 0.8$
is considered large (Cohen, 1969). All statistical analy-

ces were performed using SPSS for MAC version 11.0.
We will only comment on effects associated with a
$p \leq 0.05$ or a $d > 0.5$ (moderate effect size). In order
to handle the different conditions and the possible in-

teractions between them, and to avoid an unnecessarily
large number of statistical tests, we performed a series
of statistical tests that were strongly guided by a pri-
or hypotheses. (1) We first tested for between-group
differences in terms of number of incorrectly written
words at t1 (baseline), using Kruskal-Wallis tests. In case of a p-value ≤ 0.05 for the Kruskal-Wallis analysis, subsequent Dunn’s Multiple Comparisons Test was performed and corrected for multiple testing. (2) To answer our main question, we tested for significant t1–t2 and t1–t3 differences for each group separately, applying the Wilcoxon matched-pairs signed-rank test. (3) In order to examine group differences in practice effects we also compared t1–t2 and t1–t3 differences, where necessary using appropriate non-parametric tests (Kruskal-Wallis or Mann-Whitney U-test).

### 3. Results

#### 3.1. Number of incorrectly written words and writing errors at T1 (baseline)

Table 3 presents the mean number of incorrectly written words separately for each group. Table 4 represents the corresponding data for the number of errors. We have presented both Tables because each child can make more than one error within one word. However, a close look at both tables reveals that there is no basic difference. Subjecting the three measures of incorrectly written words (total number of words (all)), words learned during the Dybuster training (learned), words not learned during the Dybuster training (not learned) obtained at the first time point (T1) to Kruskal-Wallis analysis revealed strong between groups differences (total: $\chi^2 = 29.7$, d.f. = 3, $p < 0.0001$; learned: $\chi^2 = 18.8$, d.f. = 3, $p = 0.0003$; not learned: $\chi^2 = 23.5$, d.f. = 3, $p < 0.0001$). Subsequently performed Dunn’s Multiple Comparisons Test revealed significantly more incorrectly written words for the developmental dyslexics compared to the control subjects (all p values < 0.001). Similarly, subjecting the writing errors obtained at T1 to Kruskal-Wallis analysis also revealed strong between group differences (total: $\chi^2 = 27.7$, d.f. = 3, $p < 0.0001$; learned: $\chi^2 = 17.1$, d.f. = 3, $p < 0.001$; not learned: $\chi^2 = 23.2$, d.f. = 3, $p < 0.0001$). Subsequently performed Dunn’s Multiple Comparisons Test revealed significantly more errors for the developmental dyslexics compared to the control subjects (all p values < 0.001). The only exception was that CO subjects made as many writing errors (and number of incorrectly written words) as the children with developmental dyslexia for words that were not learned in the Dybuster training. Closer inspection of the data revealed that two of the CO subjects made atypical many writing errors. Excluding them from the analysis revealed the same amount of writing errors of for the CW group. However, we kept these subjects in our analysis in order to adhere our conservative attitude to our study.

### Table 1

Summary of neuropsychological data. Age is given in years; IQ is given in Wechsler IQ scores; the values for the ZLR, SLRT and the DRT are presented as z-scores with negative scores indicating inferior performance compared to age-matched controls. The values for the Dybuster writing test are given as total number of errors made in the Dybuster writing test.

<table>
<thead>
<tr>
<th>Group</th>
<th>Dyslexics</th>
<th>Controls</th>
<th>Effect-d</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>age m s.d. 10.3 0.9</td>
<td>10.2 1.0</td>
<td>0.1 n.s.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>IQ 104.9 12.0</td>
<td>112.9 11.8</td>
<td>−0.67 0.002</td>
<td></td>
<td></td>
</tr>
<tr>
<td>VQ 108.4 12.3</td>
<td>115.5 12.9</td>
<td>−0.56 0.005</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PQ 100.5 12.1</td>
<td>106.1 11.7</td>
<td>−0.47 0.016</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ZLT (time) wordlist Z-Score</td>
<td>−4.1 4.7</td>
<td>−0.82 2.7</td>
<td>−0.89 0.000</td>
<td></td>
</tr>
<tr>
<td>ZLT (time) text Z-Score</td>
<td>−2.7 3.0</td>
<td>−0.9 2.3</td>
<td>−0.68 0.000</td>
<td></td>
</tr>
<tr>
<td>SLRT + DRT5</td>
<td>−1.3 0.7</td>
<td>−0.1 1</td>
<td>−2.7 0.000</td>
<td></td>
</tr>
<tr>
<td>Dybuster-writing test at T1</td>
<td>74.3 31.2</td>
<td>39.2 24.3</td>
<td>1.26 0.000</td>
<td></td>
</tr>
</tbody>
</table>

IQ = total IQ, VQ = verbal IQ, PQ = performance IQ, ZLT = Zürcher Lesetest, SLRT = Salzburger Lese- und Rechtschreibtest, DRT 5 = Deutscher Rechtschreibtest 5.

### Table 2

Analysis of the error types: errors in percentage

<table>
<thead>
<tr>
<th>Group</th>
<th>O-errors</th>
<th>G-errors</th>
<th>N-errors</th>
<th>Effect-d</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>Controls, Words to learn</td>
<td>59.1%</td>
<td>29.7%</td>
<td>11.2%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Controls, Words not to learn</td>
<td>64.2%</td>
<td>26.7%</td>
<td>9.1%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Developmental Dyslexics, Words to learn</td>
<td>64.2%</td>
<td>23.6%</td>
<td>12.2%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Developmental Dyslexics, Words not to learn</td>
<td>66.6%</td>
<td>22.5%</td>
<td>10.8%</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 3
Total number of incorrectly written words. Indicated are means (rounded) and standard deviations (in brackets) for the three time points (T1, T2, and T3) at which the Dybuster writing test was conducted. Means are given for all words (all), the words in the Dybuster training (learned), and the words not learned (not learned) in the Dybuster training. For the number of incorrectly written words at T1 the result of the Kruskal-Wallis test is presented as p-value (K-W result). d is Cohen’s effect size measures representing the difference between two means (at T1 and T2, or T1 and T3) divided by the average standard deviation. The last two columns represent the percentage change from T1 to T2 and from T1 to T3. Negative d-values represent an improvement (less number of incorrectly written words at T2 or T3).

<table>
<thead>
<tr>
<th></th>
<th>T1</th>
<th>T2</th>
<th>T3</th>
<th>d</th>
<th>d</th>
<th>%</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>T1–T2</td>
<td>T1–T3</td>
<td>T1–T2</td>
<td>T1–T3</td>
<td>T1–T2</td>
<td>T1–T3</td>
<td>T1–T3</td>
</tr>
<tr>
<td>all</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CO</td>
<td>39</td>
<td>34</td>
<td>23</td>
<td>0.25</td>
<td>0.86*</td>
<td>12.8</td>
<td>41.0</td>
</tr>
<tr>
<td>(20)</td>
<td>(20)</td>
<td>(17)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CW</td>
<td>27</td>
<td>19</td>
<td>17</td>
<td>0.73*</td>
<td>0.91*</td>
<td>29.6</td>
<td>37.0</td>
</tr>
<tr>
<td>(13)</td>
<td>(9)</td>
<td>(9)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DO</td>
<td>57</td>
<td>53</td>
<td>40</td>
<td>0.24</td>
<td>1.03*</td>
<td>7.0</td>
<td>29.8</td>
</tr>
<tr>
<td>(17)</td>
<td>(16)</td>
<td>(16)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DW</td>
<td>59</td>
<td>45</td>
<td>45</td>
<td>0.76*</td>
<td>0.74*</td>
<td>23.7</td>
<td>23.7</td>
</tr>
<tr>
<td>(19)</td>
<td>(18)</td>
<td>(19)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>K-W result</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>P &lt; 0.001</td>
</tr>
</tbody>
</table>

|       |       |       |       |       |       |       |       |
| learned |       |       |       |       |       |       |       |
| CO    | 13    | 16   | 10   | −0.29 | 0.33  | −23.1| 23.1 |
| (9)   | (12)  | (9)  |      |       |       |       |       |
| CW    | 13    | 8    | 8    | 1.00* | 1.11* | 38.5 | 38.5 |
| (6)   | (4)   | (3)  |      |       |       |       |       |
| DO    | 23    | 23   | 16   | 0.00  | 0.78* | 0.0  | 30.4 |
| (9)   | (9)   | (9)  |      |       |       |       |       |
| DW    | 21    | 15   | 16   | 0.80* | 0.67* | 28.6 | 23.8 |
| (8)   | (7)   | (7)  |      |       |       |       |       |
| K-W result |       |       |       |       |       |       | P < 0.001 |

|       |       |       |       |       |       |       |       |
| not-learned |       |       |       |       |       |       |       |
| CO    | 35    | 17   | 14   | 1.06* | 1.17* | 51.4 | 60.0 |
| (22)  | (12)  | (14) |      |       |       |       |       |
| CW    | 14    | 10   | 9    | 0.57* | 0.71* | 28.6 | 35.7 |
| (8)   | (6)   | (6)  |      |       |       |       |       |
| DO    | 33    | 30   | 24   | 0.24  | 0.75* | 9.1  | 27.3 |
| (13)  | (12)  | (11) |      |       |       |       |       |
| DW    | 37    | 30   | 29   | 0.48* | 0.55* | 18.9 | 21.6 |
| (15)  | (14)  | (14) |      |       |       |       |       |
| K-W result |       |       |       |       |       |       | P < 0.001 |

! The groups CO and DO did not receive Dybuster training from T1 to T2.
!! The groups CW and DW did not receive Dybuster training from T2 to T3.

The T1–T2 differences reflect the writing performance difference (either as number of incorrectly written words or as number of writing errors) between T1 (baseline) and T2. These differences are represented as effect size measures (d). As one can see from Tables 3 and 4 as well as from Figs 4 and 5 the effect sizes for the T1–T2 differences for those receiving Dybuster training (CW and DW) are mostly large (d > 0.5 to d > 1). To demonstrate a training effect due to Dybuster training, the T1-T2 difference should be larger for the children with developmental dyslexia and controls receiving training (DW and CW) compared with the subjects who did not receive any training and waited for the next Dybuster training session (waiting groups DO and CO). Before conducting this statistical test, we first tested for significant T1–T2 differences. The statistical evaluation (using Wilcoxon matched pairs signed rank test) of these differences revealed highly significant decreases of incorrectly written words and writing errors for all groups (number of incorrectly written words = total: DW: p < 0.0001; CW: p < 0.001; learned: DW: p < 0.0001; CW: p < 0.001; not-learned: DW: ...
Table 4
Total number of errors (O, G and N errors). Indicated are means (rounded) and standard deviations (in brackets) for the three time points (T1, T2 and T3) at which the Dybuster writing test was conducted. Means are given for all words (all), the words in the Dybuster training (learned), and the words not learned (not learned) in the Dybuster training. For the number of incorrectly written words at T1 the result of the Kruskal-Wallis test is presented as p-value (K-W result). d is Cohen's effect size measures representing the difference between the means divided by the average standard deviation. The last two columns represent the percentage change from T1 to T2 and from T1 to T3. Positive d-values represent an improvement (less number of errors at T2 or T3). Negative d-values represent a decline of writing performance (more errors at T2 or T3).

<table>
<thead>
<tr>
<th></th>
<th>T1</th>
<th>T2</th>
<th>T3</th>
<th>d</th>
<th>d</th>
<th>%</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>T1–T2</td>
<td>T1–T3</td>
<td>T1–T2</td>
<td>T1–T3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>all</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CO</td>
<td>48 (29)</td>
<td>41 (27)</td>
<td>25 (20)</td>
<td>0.25</td>
<td>0.94*</td>
<td>14.6</td>
<td>47.9</td>
</tr>
<tr>
<td>CW</td>
<td>30 (15)</td>
<td>20 (11)</td>
<td>19 (11)</td>
<td>0.77*</td>
<td>0.83*</td>
<td>33.3</td>
<td>36.7</td>
</tr>
<tr>
<td>DO</td>
<td>69 (25)</td>
<td>66 (21)</td>
<td>48 (21)</td>
<td>0.12</td>
<td>0.83*</td>
<td>4.3</td>
<td>30.4</td>
</tr>
<tr>
<td>DW</td>
<td>77 (36)</td>
<td>57 (32)</td>
<td>58 (32)</td>
<td>0.59*</td>
<td>0.54*</td>
<td>26.0</td>
<td>24.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>learned</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CO</td>
<td>17 (12)</td>
<td>20 (10)</td>
<td>12 (10)</td>
<td>−0.19</td>
<td>0.45</td>
<td>−17.6</td>
<td>29.4</td>
</tr>
<tr>
<td>CW</td>
<td>14 (7 )</td>
<td>9 (5)</td>
<td>9 (5)</td>
<td>0.83*</td>
<td>0.83*</td>
<td>35.7</td>
<td>35.7</td>
</tr>
<tr>
<td>DO</td>
<td>29 (13)</td>
<td>28 (11)</td>
<td>19 (11)</td>
<td>0.08</td>
<td>0.83*</td>
<td>3.4</td>
<td>34.5</td>
</tr>
<tr>
<td>DW</td>
<td>28 (14)</td>
<td>20 (11)</td>
<td>21 (12)</td>
<td>0.64*</td>
<td>0.54*</td>
<td>28.6</td>
<td>25.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>not-learned</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CO</td>
<td>43 (31)</td>
<td>21 (16)</td>
<td>17 (17)</td>
<td>0.94*</td>
<td>1.08*</td>
<td>51.2</td>
<td>60.5</td>
</tr>
<tr>
<td>CW</td>
<td>16 (10)</td>
<td>11 (7)</td>
<td>10 (7)</td>
<td>0.59*</td>
<td>0.71*</td>
<td>31.3</td>
<td>37.5</td>
</tr>
<tr>
<td>DO</td>
<td>40 (17)</td>
<td>38 (14)</td>
<td>30 (14)</td>
<td>0.12</td>
<td>0.65</td>
<td>5.0</td>
<td>25.0</td>
</tr>
<tr>
<td>DW</td>
<td>50 (27)</td>
<td>38 (25)</td>
<td>37 (24)</td>
<td>0.46*</td>
<td>0.51*</td>
<td>24.0</td>
<td>26.0</td>
</tr>
</tbody>
</table>

K-W result *P < 0.001

<table>
<thead>
<tr>
<th></th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>all</td>
<td></td>
</tr>
<tr>
<td>learned</td>
<td></td>
</tr>
<tr>
<td>not-learned</td>
<td></td>
</tr>
</tbody>
</table>

! The groups CO and DO did not receive Dybuster training from T1 to T2.
!! The groups CW and DW did not receive Dybuster training from T2 to T3.
*significant difference between two time point with a p at least <0.01.

p = 0.0006; CW: p = 0.0004; number of writing errors = total: DW: p < 0.0001; CW: p < 0.001; learned: DW: p > 0.0001; CW: p < 0.001; non-learned: DW: p = 0.0003. There were also some decreases for the controls and the developmental dyslexics receiving no training, however to a lesser degree (number of incorrectly written words = total: DO: p = 0.02; CO: p = 0.01; learned: DO: p = 0.02; CO: p = 0.01; non-learned: DO: p = 0.02; CO: p = 0.01; number of writing errors: total: DO: p = 0.2 n.s.; CO: p = 0.009; learned: DO: p < 0.0001; CO: p = 0.14, n.s.; non-learned: DO: p = 0.28; CO: p = 0.07, n.s.). Importantly, the T1–T2 differences were strongest for the children with developmental dyslexia receiving training from T1 to T2 compared with those who did not receive training (DW vs. DO, all p-values p < 0.001; Mann-Whitney U-test). The DW group also revealed stronger improvements than the control subjects who did not receive Dybuster training (DW vs. CO: p value <0.001; Mann-Whitney U-test).

One can see from Tables 3 and 4 children with developmental dyslexia are still outperformed by the controls even after training (more writing errors at T2 for...
3.3. T1–T3 differences

The T1–T3 differences reflect the difference between the number of incorrectly written words and writing errors obtained at T1 (baseline) and T3. These differences are also represented as effect size measures ($d$) (Tables 3 and 4 as well as Figures 4 and 5). As shown in Figs 4 and 5, the effect sizes for the T1-T3 differences are mostly large ($d > 0.5$). The T1–T3 differences reflect the differences between the number of incorrectly written words (and writing errors) between T1 (baseline) and T3. The T1–T3 differences are significant for the developmental dyslexics (all $p$-values $<0.001$). Thus, the DO subjects benefited from the Dybuster training and revealed stronger writing improvements than during the T1-T2 period. A similar specific improvement was found for the controls, however only for the all words and for the learned words (all $p$ values at least $<0.01$). For the not-learned words there was no difference depending on the extraordinary
Fig. 5. Effect sizes for the t1–t2 and t1–t3 differences (as d-values) obtained for the number of errors in the Dybuster writing test. An effect size > 5 indicates a moderate and a d > 0.8 a large improvement. Improvement is defined as reduced number in writing errors and is indicated by a positive d.

A larger number of incorrectly written words (and writing errors) at T1. As mentioned above these extraordinary large numbers of incorrectly written words are due to two subjects. Eliminating those two subjects changed the figures substantially and revealed that the T1–T3 difference is larger than the T1–T2 difference in the CO subjects (p < 0.01).

While all subjects (even the control subjects) improved their writing skills from T1 to T3 (all p values < 0.01), the developmental dyslexics who underwent Dybuster training during the T1–T2 period (DW) stabilized their performance and slightly improved their writing skills from T2 to T3, although they did not receive any further formal Dybuster training (difference between T1–T2 and T1–T3 difference not significant; p = 0.8).

As one can see in Tables 4 and 5, the children with developmental dyslexia are still outperformed by the controls even after training (more incorrectly written words at T2 for DW (mean ± S.D.: 45 ± 18) vs. CW (19 ± 9); all p values < 0.0001). The same is true for the children with developmental dyslexia receiving
Dybuster training during the T2 to T3 time period (more incorrectly written words at T3 for DO (mean ± S.D.: 40 ± 16) vs. CO (23 ± 17); all p values < 0.0001).

3.4. Percent measures

Impressive changes were revealed by calculating the writing improvements as percentage changes (T1–T2 difference and T1–T3 difference related to T1). Children with developmental dyslexia (DO) without training reduced their writing errors from T1 to T2 testing by about 4–7%. Thus, these children would appear to derive little benefit from regular schooling if they do not receive intensive additional support. The children with developmental dyslexia receiving Dybuster training reduced their writing errors by about 19–29% (depending on the writing performance measure used). Comparing the developmental dyslexics and control subjects with training reveals that both groups benefited to the same extent from the learning-software.

The results for the T1–T3 difference demonstrate that the groups with training in the second period of the study benefited from the learning software even more (descriptively) than the first training groups. Developmental dyslexics with training in the second period reduced the errors by about 25–35% (depending on the writing performance measure used). The findings also demonstrate that suspended dyslexics, that is, those who underwent the first period of training, were unable to improve their writing skills any further by simply attending school and other therapies. The suspended controls did further improve their writing skills but showed less improvement than with training. These results indicate that average writers benefit much more from regular schooling compared with dyslexics, and show that dyslexics can improve their writing skills when they undergo Dybuster-training.

3.5. Transfer from learned to non-learned words

The data further demonstrate that the children were able to improve their writing skills for the learned as well as for the non-learned words. The learned and non-learned words in Dybuster were carefully selected on the basis of equivalent frequency, difficulty and number of syllables. This is an important finding which indicates that both children with and without developmental dyslexia succeeded in the transfer of writing rules and linguistic knowledge in all textual strings. The data reveal a high error correlation ($r = 0.9$) between learned and non-learned words, this indicating similar difficulty in the two groups.

4. Discussion

The present experiment clearly demonstrates that this training has a beneficial effect on writing skills in developmental dyslexic and non-dyslexic children. The obvious enhancement in writing skills was achieved with a multi-medial approach designed especially to increase cross-modal associations between various visual and auditory cues. This training-related effect is also evident for words that were not trained but similar in terms of difficulty, number of syllables and occurrence in the German language corpus, thus clearly indicating processes of learning transfer from writing learned to non-learned words. It is important to note that dyslexic children derived very little benefit from regular schooling. What these children do need is an intense re-mediation to ameliorate their writing skills. The developmental dyslexics did benefit from the Dybuster training (19% to 35% improvement depending on the writing performance measure used) but were still outperformed by the non-dyslexics. Given that some degree of writing impairment is still present, it may be advantageous to expand or combine the training with other approaches. But there is, nevertheless, a remarkable reduction of writing errors in developmental dyslexics following Dybuster training, a reduction that also extends to non-learned words, thus indicating that some kind of transfer from learned to non-learned words had taken place.

The precise impact on the underlying neurological and psychological mechanism is still not fully understood. Various factors (and the interaction between different factors) may have caused the training effects: (1) The intense multisensory (visual and auditory) stimulation provided by the learning software might enhance the processing of graphemes and/or phonemes, in which case the perception of graphemes would be enhanced by our training procedure. (2) The intense three-month training period might have strengthened the memory trace and lead to a more efficient activation of the underlying associative network. If this were the operative mechanism, the retrieval structure of graphemes and/or phonemes would have been changed due to the explicit coupling of colours, symbols, and musical notes. (3) The direct feedback and presentation of the correctly written word might support learning and thus strengthen the memory trace of words, graphemes, and phonemes. (4) The motivation and ambition of the children to work with computer-based training is also a further possible contributory factor: the participating children demonstrated great pleasure.
working with the Dybuster program and understood the training more as a game than as a conventional writing training. (5) And finally, the support and interest of adults (parents, therapists, psychologists and computer scientists) might have motivated the children to work with Dybuster.

Taken together, a multitude of factors might have contributed to the training effect. Which of the above-mentioned factors or combination of factors are indeed responsible for the results of our study has to be shown in additional future experiments. There are also a number of unanswerable questions, which should be investigated in further studies. Specifically, it should be examined whether the training also influences other language skills such as reading, reading comprehension, phonological awareness and rapid automatized naming. Furthermore, research in developmental dyslexia has revealed a deficit in verbal-memory functions (Jeffries & Everatt, 2004; Russeler, Johannes, Kowalczyk, Weringa, & Munte, 2003; Russeler, Johannes, & Munte, 2003; Schulte-Korne, Deimel, Bartling, & Remschmidt, 2004). Because we assume that the Dybuster training strengthens the memory trace for phonemes and graphemes, working memory for visual and auditory verbal information might also be enhanced. It would also be helpful to examine whether the Dybuster training exerts influence on other memory functions such as phonological short-term memory, working memory, and long-term representations of graphemes or phonemes. One should also discuss the differences in general IQ of children with developmental dyslexia (IQ = 104.9) and children who served as controls (112.9). Even though one would have wished to perform the study with groups that match in general IQ we do not think that this difference has any serious implications for the study. It is rather interesting to note the large improvements in writing skills of children with developmental dyslexia albeit they had a lower general IQ. A further open question is whether our remediation program induces cortical functional plasticity. Only few studies have investigated the changed neural activation patterns due to developmental dyslexia remediation. Two of the few published studies have employed a widely used dyslexia re-education program (Fast ForWord-Language®) in children with developmental dyslexia (Temple et al., 2003; Temple et al., 2001). Before training, the children with developmental dyslexia exhibited an absence of left temporo-parietal activation and a displacement of the left prefrontal activation exhibited by typical reading children performing a phonological task. After training, the dyslexic children’s oral language and reading performance had significantly improved. In addition, the children with developmental dyslexia showed increased activations in the left temporo-parietal and left prefrontal regions during phonological task performance after training. Thus, the pattern of brain activation in dyslexic children bears greater similarity to normal-reading children after re-mediation. A similar finding was reported of increased activation in left hemisphere posterior language regions and left inferior frontal gyrus in children with developmental dyslexia following a phonologically-based remediation, using an auditory-visual cross-modal phonological task (Shaywitz et al., 2004). A very recent paper examined the neural correlates of rapid auditory processing in dyslexic and non-dyslexic children, using fMRI. The children listened to nonlinguistic acoustic stimuli, with either rapid or slow transitions, designed to mimic the spectro-temporal structure of consonant-vowel-consonant speech syllables (Gaab, Gabrieli, Deutsch, Tallal, & Temple, in press). While normal-reading children showed activation for rapid compared with slow transitions in left prefrontal cortex, children with developmental dyslexia did not show any differential response in these regions to rapid versus slow transitions. After eight weeks of re-mediation focusing primarily on rapid auditory processing, the children with developmental dyslexia showed significant improvements in language and reading skills, and exhibited activation for rapid relative to slow transitions in left prefrontal cortex. Taken together, these studies demonstrate that appropriate developmental dyslexia remediation is also accompanied by changed activation patterns in a left-sided language-related network.

5. Conclusion

We explored whether a newly designed software program (Dybuster) for remediation of developmental dyslexia has a beneficial effect on writing errors in dyslexic and non-dyslexic children. Dybuster is designed to strengthen multimodal associations between visual and auditory cues in the context of a game-like training. The children with developmental dyslexia and controls substantially improved their writing by practicing 15–30 minutes a day for about 3 months. This improvement was even evident for non-learned words that they did not practice in the Dybuster training, thus revealing the involvement of learning transfer mechanisms.
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